
SomeThoughtson Migration Intelligence for Mobile Agents

ChristianErfurth; PeterBraun;Wilhelm Rossak
ComputerScienceDepartment,FriedrichSchillerUniversityJena;07740Jena,Germany

Christian.Erfurth@informatik.uni-jena.de

Abstract

Mobile agentscanbeconsideredto bea new designparadigmin theareaof distributedprogramming.This paperdeals
with problemsof mobileagentswhich shouldbeableto achieve a user-giventaskautonomously. In searchof a “good
enough”solution,theagentshouldbeableto find new placesandshouldmove “f astenough”throughthenetwork. Can
“migration intelligence”helpto solve theseproblems?

1 Intr oduction

In the last years, researchand developmentof mobile
agentsmadea greatleapforward. Along with the wide
spreadof Java basedapplications,mobileagentsbecame
extensively popularnot only in research,but also in in-
dustrialprojects. In the areaof mobile agents,research
lookedatlanguagesthataresuitablefor mobileagentpro-
gramming(Knabe,1995; Cugolaet al., 1997) and lan-
guagesfor agentcommunication(Baumannet al., 1997).
Very much effort was put into security issues(Vigna,
1998),controlissues(RothermelandStraßer,1997;Bau-
mannandRothermel,1998),anddesignissues(Hammer
andAerts,1998).Severalprototypesof real-world appli-
cationsin the areaof informationretrieval, management
of distributedsystems,andmobile computingarein de-
velopment(Pietroet al., 1999;Rothermel,1997).

We look at mobileagentsfrom theviewpoint of soft-
wareengineeringanddistributedsystems.They canbe
consideredto be a new designparadigmin the areaof
distributedprogramminganda usefulsupplementof tra-
ditional techniqueslike theClient/Serverarchitecture.As
almostall other mobile agentresearchgroups,we also
have a ratherpragmaticnotionof the termmobileagent.
To ourunderstanding,it is any kind of softwareentitythat
is ableto initiatea migrationon its own within a network
of heterogeneouscomputersystems.In addition,it works
autonomouslyandcommunicateswith other agentsand
hostsystems.

At the University of Jenawe focus on researchon
all aspectsrelatedto migration which are importantfor
performanceaspects.Oneof our main ideasis that mo-
bile agentsmustbe able to influencethe migrationpro-
cessto be able to adaptto changingrequirements,e.g.
network parameters.To supportour research,noneof
the existing prototypeswasuseful,becausein thesesys-
temstheprocessof codemigrationis notopento thepro-
grammer. In mostexisting systems,Java codemigration
is implementedsimply using standardJava techniques.

Therefore,we developedour own mobile agentsystem,
namedTRACY Braunet al. (2001a,2000), in which we
canchangeandconfigurealmostall migrationrelatedas-
pects.TRACY is a general-purposemobileagentsystem,
i. e. it servesasa foundationof both researchandappli-
cationdevelopmentin thefield of mobileagents.

In thispaperwewantto presentaclassificationof mi-
grationaspectsandpresentproblemsin conjunctionwith
migrationoptimization. To solve migrationoptimization
problems,we divided our viewpoint into two levels: a
micro anda macrolevel. Conceptsfor possiblesolutions
will be discussedand compared. At last, an intelligent
migrationstrategy classificatoris proposedasa first step
towardsa possibleimplementation.

2 Migration Aspects and Open
Problems

In anetwork node,amobileagentresidesin aspecialmo-
bile agentserverwhich is its executionenvironment.The
migrationprocessinterruptstheagent’sexecutionandthe
mobile agentis packedandsentover a network connec-
tion to anothermobileagentserver to resumeexecution.
Usually the mobile agentinitiates the migrationprocess
by itself. During the self-initiatedmigration, the agent
carriesall its codeandthecompleteexecutionstatewith
it.

We can define three aspectsof the migration pro-
cessanddistinguishbetweendifferentkindsof migration
(Braunet al., 2000). First, from the programmer’s point
of view themigrationprocesscanbeclassifiedasweakor
strongmobility (Braun,1999).Secondly, fromtheagent’s
point of view the mobile agentcan choosefrom differ-
entmigrationstrategies,i. e. how migrationis done(pull
code,pushcode,etc.).Finally, thenetwork’spointof view
is how codeanddatais transmitted(protocollevel), called
thetransmissionstrategy.

Strongmobility makesit possibleto interruptthemo-



bile agent’s execution(for migration)andto resumethe
execution(after migration) at the next statementwithin
the agent’s code. In caseof weak mobility, the execu-
tion cannotberesumedat thenext statementbut acertain
(possiblypredefined)methodof theagentis invokedafter
migration.Thismethodis theentrypointaftermigration.

The mobile agentalsohasthe choiceto migrateus-
ing a certainstrategy. It cancombinedifferentways to
shipcode,dataandstateoverthenetwork to meetspecific
needs(seesection2.1). This is the agent’s independent
decision;therefore,we call it theagent’spoint of view.

For actualdatatransmissionasuitableprotocolhasto
beused.For thatpurposeanew protocolcanbedesigned
or existing protocolslike TCP/IP or UDP can be used.
A protocolcanalsobecombinedwith codecompression.
This is the lowest level of the migration processand is
calledthenetwork’spointof view.

For researchon thesemigrationrelatedtopicsour es-
pecially developedmobile agentsystemTRACY offers
weakmobility (programmer’spoint of view), severalmi-
gration strategies (agent’s point of view) and different
transmissionstrategies(network’s point of view) (Braun
etal.,2000).For thispapertheagent’spointof view is the
focusbecauseanoptimizedmigrationstrategy canpossi-
bly bechosenautonomouslyby theagentwith thehelpof
“intelligence”.

2.1 Migration Strategies

A methodto shipmobilecodeover thenetwork is called
a migrationstrategy. Not only codehasto beshippedbut
alsotheexecutionstateof the mobileagentanddatathe
agentcarriesalong. Therearevariousmigration strate-
gies. One possibility is to sendthe completeprogram
(wholecode)over thenetwork. Theoppositeis to trans-
mit only certainrequiredparts(units) of the code. An-
other choiceis whetherto pushcodeover the network,
i. e. codewill besentover thenetwork in advance,or to
pull (download)codefrom a reachablelocation,i. e. the
mobile agent(the executionunit) loadscodefrom some
suitablesource. If the pushcodevariant is used,code
couldbesentto thenext locationonly, or to all locations
on theagent’s itinerary.

Soamigrationstrategy canbeclassifiedby answering
thefollowing questions(figure1):

1. How muchcodeis transmitted?

(a) completecodewhich belongsto theagent

(b) thosepartsof the codewhich arepotentially
neededata remoteplatform

2. Whenis codetransmitted?

(a) pull codeaftermigratingto aremoteplatform

(b) pushcodebeforemigratingto a remoteplat-
form

3. Whereto is it transmitted(only pushcode)?

(a) to one,i. e. thenext location

(b) to all locationstheagentwill visit

However, regardlessof thechosenstrategy, theexecution
stateof the mobile agentandthe datamustbe transmit-
ted. In figure 1 we presenta graphicalversionof this
classification.“Whole” codemeanstheprogramcodeof
theagentwith all referencedclasses.
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Figure1: Classificationof Migration Strategies

In caseof thepush-units-to-alland-to-next strategies,
theunitsneededatremoteplatformhaveto bedetermined
in advance.Otherwise,absentunitsmustbedynamically
loadedusingthepull-unitsstrategy.

2.2 Migration Optimization

Thereareseveral issueswhich caneffect theagentsexe-
cutionandtheoptimizationof migration.For instance,if
the push-all-to-next strategy (pushthe completecodeto
the next platform) is used,the agentcarriesalongcode
which is possiblyneverused.However, this makessense
in thecasethat theoriginal codeplatform(providing the
agent’scodeandall relatedclasses)is not reachablefrom
eachlocationontheagent’sitinerary. If theagentchooses
thepull-unitsstrategy andthepartsthatshouldbedynam-
ically downloadedarequite small, thenthe communica-
tion overheadmay becometoo expensive. However, the
pull-unitsstrategy mightbeagoodchoiceif thecomplete
codeis only neededatafew agentserversontheitinerary.
So,thenetwork load is quite low andtransmissiontimes
areshorterthereby.

Our optimizationgoalsareto causeminimal network
load and minimal migration times not only to the next
location of the agent’s itinerary, but also for the whole
itinerary. This task is difficult to achieve becausethe
itinerary hasto be known in advanceand,for optimiza-
tion, the conditionsat the itinerary stationshave to be
known in advancetoo.



A shortexampleis shown in figure2, wheretheagent
makesa roundtrip. Connectionsbetweenadjacentloca-
tionson theitineraryhave a goodconnectionquality, but
directconnectionsbackto thestartplatformarequitebad.
Whichmigrationstrategyshouldbechosen?Thedecision
canbeexplainedusingfigure1. For thisscenario,pulling
codedirectly from thestartplatformis expensive regard-
ing time to transmitcode;no matterwhetherthe whole
codeor only partsaretransmitted.So we could discard
pull strategies. Thesameasto thepull strategiesapplies
to the push-to-allstrategies,becausecodehasto be sent
to all nodesin advance,usingthe slow network connec-
tions. It seemsto bethebestto takethecodealongon the
trip usingthe push-all-to-next strategy. This shouldhelp
to get lower migration times betweenthe locationsand
a bettermigrationtime for the whole trip. The network
load is possiblyhigher for this pushstrategy than for a
pull strategy in casethecompletecodeis not needed.
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Figure2: Agent’s roundtrip in a specialconstellation

Partly therearecomplex correlationsbetweendiffer-
ent constellations,network situations,agent’s character-
istics, andthe situationat the locations. If the itinerary
of theagentis known in advance,andthesituationat the
locationscould be estimatedroughly, network load and
transmissiontime could be pre-estimated,or even pre-
cisely calculatedfor mobile agentswith specialcharac-
teristics.But is this enough?

The main goalsare to get an optimal solution for a
user-definedtask, to usean optimal migration itinerary
for this task,to causeminimumnetwork loadandto usea
minimumof time for migration(wholetrip). Thesegoals
canbedividedinto two classes:

� Macrolevel: optimalsolutionof a giventask

– thegiventaskshouldbefulfilled by theagent

– thesolutionshouldbeoptimalfor theagent’s
owner

– theitineraryis optimizedwith regardto user-
level problemsolving

� Micro level: to solve migrationproblemsin anop-
timal manner

– theagentshouldwork with optimalstrategies

– network loadandtiming areoptimized

– theitineraryis optimizedwith regardto phys-
ical network characteristics

2.2.1 Micr o Level

The micro level is definedto dealwith questionswhich
areconnectedto migration,especiallythestrategy of mi-
grationandtransmission.As mentionedabove, thereare
various migration strategies from which the agentcan
choose.Thedecisionwhichstrategy is chosenfor themi-
grationto thenext locationis madewithin this level. The
agentcanchoosethestrategy just for themigrationto the
next locationor for thewholetrip.

On the one hand,a strategy hasto be found which
leadsto minimal loadandminimaltransmissiontimewith
respectto the network. On the otherhand,with respect
to the mobile agent,a migrationstrategy hasto be cho-
senwhich leadsto a minimal load and migration time
for the whole trip. The network load the agentcauses
is the amountof datawhich hasto be transmittedover
thenetwork. It is thesumof thecompletenetwork traffic
causedby theagent.If thegoal is to optimizethemigra-
tion to the next location, the causedtraffic to this loca-
tion is measured;if thegoal is to optimizethewholetrip
of the agent,the completenecessarytraffic is measured.
Migration time is the time which is neededto migrate,
i. e. is neededto transmitthe amountof data. It is the
sumof themigrationtimesneededto transmitcodeparts,
againlike aboveto thenext locationor to all locationson
theitinerary. For thedecisionregardinga suitablemigra-
tion strategy, theagentneedsto know abouttheitinerary,
i. e. aboutagentserverswhich shouldbevisited,network
qualities,andsoon.

On themicro level, we madesomeperformancemea-
surementsfor various migration strategies. Thereby,
some parameters(see section 4) could be determined
which canbe usedto choosean optimal migrationstrat-
egy. It canbe shown that thereis no singleoptimal mi-
grationstrategy (Braunet al., 2001b).Thedetermination
of the parametervaluescanbe doneby programanaly-
sis during agentexecution. Thereare migration strate-
gieswheretheagentneedsstatisticsor rulesof thumbto
choosethecorrectmigrationstrategy. Collectingstatsand
drawing conclusions,theagentcould learn to move“f ast
enough”throughthenetwork.

2.2.2 Macro Level

Onthemacro level, wefocusonquestionswhicharecon-
nectedto thesolutionof user-giventasks.This level is on
top of the micro level; migrationaspectsarenot consid-
eredwithin this level.



The optimizationgoal within this level is to find a
user-optimal solution for a given task. This implies for
theagentto visit suitablelocationsor to communicateand
cooperatewith otheragents.Suitablelocationsareloca-
tionswheretheagentcanfind suitableservicesregarding
theasked-forsolution.

Figure3 showsahierarchyfor tasksolution.Themo-
bile agentactsonbehalfof auser. Thismeanstheuserhas
to handover a taskto oneor moremobile agents.Such
a mobile agentcommunicatesandcooperateswith other
agentsandhasto usetheservicesavailablein thenetwork,
providedby theagentservers.To contactotheragentsor
to find suitableservices,a migrationmight benecessary.
Themigrationprocessis partof themicro level.
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Figure3: TaskSolutionHierarchy

Themacrolevel dealswith problemslikefindingmo-
bile agentserversandservices,andwith optimizationsfor
the itinerary(possiblybasedon an itinerarygivenby the
user).At eachagentserver, therehasto beinformation(or
hints)availablethatallow to discover andto locateother
suitableagentservers(in orderto fulfill the task). Con-
sequently, themobileagenthasto learn to move through
a network which might includeagentserversunknown to
theagent.

2.3 Levels,Data and Intelligence

Thedifferentgoalsof theMacroandtheMicro Level re-
sult in different data requirements. We have to dicuss
which dataare neededfor eachoptimization level and
how to aquire data (level-and-dataproblem). Further-
more,we have to checkwhetherintelligencehelpsto an-
alyze data (data-and-intelligenceproblem). Lastly, we
have to discusswhereintelligencecanbeusedwithin the
levels andwhat kind of intelligencecanbe used(level-
and-intelligenceproblem)(seefigure4).

Within the Micro Level, the optimization process
needsmore detaileddata: information on the itinerary,
regardingthe agentand the network areneeded. Infor-
mation on the itinerary is provided by macro level op-

Data Intelligence

Macro Level

Data Intelligence

Micro Level

Optimization

Figure4: OptimizationLevels

timization. Agent codeanalyzessupply informationon
agentcharacteristics.A physicalview of the network is
neededto provide informationon network characteristics
(seefigure5), like bandwidth, connectionstate,etc. The
differentline stylesusedin thefigurecharacterizediffer-
entnetwork characteristics.TheX-line meansa brocken
connection.

X

Figure5: PhysicalView of theNetwork

In contrastto the Micro Level, it are the network
nodeswhichareinterestingfor MacroLeveloptimization,
especiallytheservicesprovidedby theagentservers. So
a logical view of the network holdsthe neededinforma-
tion onservicesandagentservers(seefigure6). Different
nodecolorswithin thenetwork shown in thefigure indi-
catedifferentservices.

Figure6: LogicalView of theNetwork

The descriptionsof the physicalandlogical network
are input for optimizations. After the Macro Level op-
timization, an optimized itinerary is the result. This
itinerary andthe descriptionof the physicalnetwork are



input for the Micro Level optimization which leadsto
a suitablemigrationstrategy chosenfor the agent’s trip.
Possiblytheitinerary, asfoundon themacrolevel, hasto
bechangedbecauseof bador brokenconnectionswhich
areonly seenon themicro level (seefigure7).
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Figure7: OptimizationLevels

3 PossibleSolutions

We want to solve the optimizationproblemswithin both
levels. Thesolutionwe wantto achieve for theoptimiza-
tion problemwithin themicro level is to getminimalnet-
work load andmigrationtimes. Within the macrolevel,
we wantto reacha certainuser-specificquality.

On themicro level, we needto know thenext or even
all locationson theitinerary, network qualities,andagent
characteristics.On the macro level, we needto know
whereto find suitableservices,helpfulhints,or new agent
servers. Thus, on both levels, therehasto be informa-
tion availablefor mobileagentsto solve theoptimization
problems. So we have to solve the level-and-dataprob-
lem notedabove (seefigure 4). However, if we discuss
possiblesolutions,we canchoosetwo principaldifferent
approaches– acentralsolutionandadistributedsolution.

3.1 A Central Solution

In the central solution approach,a global databasehas
to hold all informationon mobileagentservers,services
provided by theseservers, and information on network
qualities.

Thebasicproblemof this approachis that theremay
bea lot of datato store,evenfor only a few agentservers

(if that data is available at all in a dynamicallychang-
ing environment). Furthermore,every agenthasto con-
nectto the centralserver for fulfilling its taskandevery
agentserver hasto registerat thecentralserver andpro-
vide informationor network connectionstatusto thecen-
tral server. This contradictsthe principlesof the other-
wisefully distributedagentarchitectureandmaybecome
a bottleneck.

3.2 A Distrib uted Solution

Usingthedistributedsolutionapproachmeansthatthein-
formationon servers,servicesandnetwork qualitieshas
to bedistributed. Eachsinglemobileagentserver hasto
provide informationaboutthe availableservicesandthe
network quality.

Wecanimaginethateverymobileagent(server)hasa
“map” providing this information(independentfrom the
chosenapproach). Thesemapsmay differ in termsof
scope,sizeandtheprovidedlevel of detail. A discussion
of thedifferentpossibilitiesfollowsnow.

3.2.1 A Global Network Map

A first map we can imagine is a global network map
which providesall information aboutthe completenet-
work of agentservers. With sucha map,we run into the
sameproblemsas with the centralsolution. Moreover,
problemswith dataacquisitionareinherentin a largenet-
work. Thehighly redundantdatahasto beheldupto date.
In addition,aglobalnetwork mapintroducesagainacen-
tralizedconceptin anotherwisedistributedsolution.Fig-
ure8 shows a globalnetwork map. Theviewpoint (node
whereagentresides)is theblackcolorednode.Theagent
can“see” thewholenetwork.

Figure8: GlobalMap

However, if it is of no concernthat informationmay
becomeobsoletefor further away regions, this concept
couldmakesense.

3.2.2 A Neighbor Map

Thesecondtypeof mapregardedhereis aneighbormap.
Sucha mapdescribesthe view from oneagentserver to
thedirectlyadjacentagentservers.Theremaybedifferent



variantsto defineadjacentservers,e.g. all serverswithin
a subnetwork and,betweensubnetworks,two (user-) de-
finedserversareadjacent,or all serversreachablewithin
a certaintime areadjacent.This is not the scopeof the
paper. In any case,only the directneighborsarevisible,
only informationon the next neighborsis stored. There
is no informationon moredistantagentserversand the
mobileagenthasto migrateto find furtherhintsfor a so-
lution (like a physicalsearch:move to find). A neighbor
mapview is shown in figure 9 – only the white marked
areais visible to theagent.

Figure9: NeighborMap

Theobviousadvantageis, that theinformationwhich
has to be collectedby the agentserver is reducedto a
minimum.

3.2.3 A Map of the Surrounding Ar ea

A last andmoreinterestingtype of mapis a mapof the
surroundingarea. This map reducesinformation – the
further away, the more blurred (fish-eye view). All in-
formation on the local region is stored. Information is
reducedmoreandmorefor agentservers,services,and
network qualitieswhich arenot within the local region.
Thereductionis madeduringdataacquisition.Thewhite
markedareain figure10issharp– all informationis avail-
ableto theagent.Thisareacouldbelargerthantheneigh-
bor area.Reduced/blurredinformationis availableon the
light grey markedarea.Minimal or evenno information
is known for thedarkgrey area.Therecanbemoreareas
thannotedherein this example.

Figure10: Mapof theSurroundingArea

In thisapproach,theamountof datastoredatanagent
server canbe reducedby focusingon relevant informa-
tion. The mapprovided by an agentserver is the local
viewpointof thisagentserver. Only informationfrom the
local regionhasto becollected.

With the help of such a map, the agentcan move
throughthe network using fully structureddataor only
hints(blurredinformation;approximateddata)depending
how far away the target is. New servicesandunknown
agentserverscan be found by using hints. The mobile
agenthasto learn to usehintsandto learn to move in a
“good enough”manner.

If we look closerat this approach,theglobalnetwork
mapandtheneighbormaparespecialcasesof themapof
thesurroundingarea.

3.3 Comparison

This comparison is a discussion of the data-and-
intelligenceproblem(seefigure4). Thecompletenessof
information(data)is comparedwith the needfor intelli-
gence.

In the centralsolution, the mobile agentneedsonly
a minimum of intelligenceto find mobile agentservers
andservicesor to choosetheright strategy for migration.
“Intelligence” is neededto build, represent,andupdatea
gooddatabasecontainingnetwork andagentsystemsta-
tusandto providebestanswersusinganinformationsys-
tem.Thisalsoappliesto theglobalmapof thedistributed
solution. However, a largeamountof datahasto beheld
at every agentserver. This maycauseanenormouscom-
municationoverhead,especiallyif the agentserver net-
work maybedynamical.

However, perfectmigrationoptimizationis only pos-
sible, if all information regarding the itinerary and the
agentareknown at thestartof migration.Therefore,only
the centralapproachor the distributed approachwith a
globalmapcanbeusedto getaprovenglobaloptimum.

If we usethe conceptof a “map of the surrounding
area”(distributedsolution),themobileagentneedsrules
of thumb to learn to move throughthe network and to
learnto choosethe right strategy for migrationbasedon
an incompleteset of information. How much “intelli-
gence” is neededby the agentdependson the level of
informationwhich is availableto theagent.

Thismeansthatswe “trade” intelligencevs. informa-
tion. Thelessinformationis available,themoretheneed
for intelligence. The lack of informationmustbe made
up by intelligence. If thereis no information, the level
of intelligencemustbe theoreticallyinfinite. Otherwise,
if we canaccessthecompleteinformation,we cancalcu-
lateandoptimizetheitineraryin a prettystraightforward
manner. The result is a perfectsolution. However, we
alsohave to rememberthat someoptimizationproblems
areNP-completeandcanonly beapproximated.

In thecaseof theminimal “neighbormap” approach,
the mobile agenthaslittle chanceto make well founded



migrationdecisions,with or without intelligence.Thein-
formationprovidedis simply not sufficient.

Concluding,it can be said that the completenessof
informationis mostimportantfor thesolution. Thus,the
differencebetweena centralor a distributedsolution is
not themajorproblem;theprovidedinformationmaybe
equalfor thecentralsolutionandthedistributedsolution
with aglobalmap.

However, we have to look carefully at the complete-
nessof informationandthe relatedneedof intelligence.
Figure 11 summarizesthe difficulty of the solution and
typical problems.
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Figure 11: Level of InformationCompletenessandRe-
latedNeedfor Intelligence

If thereis completeinformation,intelligencecouldbe
low and the difficulty of the solution is quite low (right
upperquadrant). A problemis the performancefor the
calculationof a perfectsolution. In contrast,if the infor-
mation provided by a map is reduced(left upperquad-
rant), the needfor intelligenceis higher. The probabil-
ity to find a solutioncanbeincreasedfurthermorewith a
higherlevelof intelligence.Thequestionis how muchthe
informationcanbereducedwithout effecting the chance
to find a goodsolution.Theremustbeagooddatamodel
available.At theright lower quadrant,theitineraryis not
completelyknown in advance,but the mapis complete.
This situationis more complex than the one mentioned
before.Evenmoreintelligenceis neededto solvethetask.
The problemhereis adequateknowledgebrokering. In
the lastquadrantin the lower left, a lot of intelligenceis
neededto fulfill a task. Thereis a basiclack of infor-
mationand,therefore,theprobabilityto find a solutionis
verylow. By moving throughthenetwork of agentservers
themobileagentcanaquireinformationonthenetwork –
rising thechanceto find a solutiondespiteof almostim-
possibleoddsto make intelligentdecisions.

Regardingthedata-and-intelligenceproblemit canbe
said that the more blurred the datais, the higher is the
needfor intelligence.If thecomputationfor anoptimized
solution is not too hard, intelligent mechanismsdo not
make sense(in thecasethatall informationis available).
If the map hasreducedinformation and the itinerary is
known, we could mainly do an optimizationwithin the
micro level, with thehelpof intelligence.However, with
a reducedmapthe itinerarymight bepartly unknown. If
the map is not reducedand the itinerary is not known
completely, we coulduseintelligenceto optimizemainly
within the macrolevel. If both typesof informationare
reducedwe have to optimizedat the micro and macro
level (with reducedchances).The necessarylevel of in-
telligenceis possiblyto high, causedby the lack of data.
For our research,two casesare interesting: either only
map information is reducedor only information on the
itinerary is reduced(right lower andleft upperquadrants
in figure11).

Regardingthelevel-and-intelligenceproblem(seefig-
ure 4), thereare two kinds of intelligence. The intelli-
genceneededwithin the Macro Level is RoutingIntelli-
gence(right lower quadrantin figure 11). In this case,
only informationon theitineraryis incomplete.With the
helpof intelligenceanitineraryfor themobileagenthasto
bebuilt. In thecase,only themapinformationis incom-
plete,themobileagenthasto chooseasuitablemigration
strategy by using intelligence. This kind of intelligence
within theMicro Level is Migration Intelligence(left up-
perquadrantin figure11). We canimprove figure4 to a
moreconcretevariant(seefigure12).

Macro Level Micro Level

Optimization

MigrationLogical Net− Routing
work View work View IntelligenceIntelligence

Physical Net−

Figure12: OptimizationLevels

4 An Intelligent Migration Strategy
Classificator

As a first stepwe want to build a classificatorto find a
suitablemigrationstrategy. A suitablemigrationstrategy
meansa strategy which meetsrequirementslike low mi-
gration times or low network load. This classificatoris
a classificatorlocatedwithin themicro level. It couldbe
usedin casethe itinerary is known anda map with re-
ducedinformationis used(seefigure11).

In somecases,thedecisionto usea concretestrategy
for migrationcanbebasedon a calculation.For that,the



itinerary, theagentcharacteristics,andthepossibility for
usageof a certaincodepart at a remotelocationhave to
be known in advance. With the performancemodelde-
signedin Braunet al. (2001b),the network loadandthe
transmissiontimecanbecalculated.

From the software engineeringpoint of view, we
would like to regardtheclassificatorasa blackbox with
interchangeablecontentfunctionality which getsvarious
input parametersand delivers a suggestionfor suitable
migration strategies (see figure 13). The classificator
shouldsupply a weighting for variousmigration strate-
gies.At last,becauseof theautonomyof a mobileagent,
the mobile agentdecidesitself which migrationstrategy
is used.Onerealizationof theblackboxwouldbeamath-
ematicalcalculation,asconsideredabove. Anotherreal-
ization would be an “intelligent” approach,e.g. neural
networks or rule-basedsystems,combinedwith reduced
mapinformation.In our futurework, wewantto compare
differentapproachesbasedonaminimumsetof inputpa-
rameters.

OUT

IN

IN

X

X

Micro Level

Optimization

Calc.

Neur.Net

rule−
based sys.

Figure13: Classificatorwith interchangeableintelligent
module

As a resultof our performancemeasurements,noted
above, we are able to pinpoint someparameterswhich
universallyeffectmigrationtimeandnetwork load:

1. Parametersconcerningtheagent

� codesizeof units(e.g. classes)
� sizeof data

2. Parametersconcerningnetwork

(a) quantitative
� bandwidth
� latency

(b) qualitative
� reliability

As a first approachfor the intelligentmodulewe use
evolving neuralnetworks (Pasemann,1998). Beforeus-
age,theseneuralnetworksneedto evolve themselves.At
the beginning of the evolution thereare only input and
output neuronsand no connectionsbetween. The evo-
lution processis doneby simulation. With the help of
a suitable“fitting function”, the neuralnetwork begins
to createan internal structureto meetthe requirements
(fitting function). Normally, thesenetworksarenot pure
feedforwardnetworks,but includerecurrentconnections
(feedbackconnections).

The problem is to definea suitablefitting function
to get good results. A suitablefitnessfunction may be
the time for migrationneededby the agentwith its cho-
senmigrationstrategy, or if we fix the time, thedistance
theagentcovers. During theevolution of theneuralnet-
work, theclassificatorneedsfeedback.This is the learn-
ing phaseof theneuralnetwork wherea validationof the
chosenmigrationstrategy is made.

The classificatoritself could be locatedeitherwithin
the mobile agentsystemor within the individual agent.
On theonehand,integratedwithin themobileagentsys-
tem, the classificatorhas to be designedto supportdi-
versemobile agents’characteristics.Thus, the number
andtypeof inputparametersmaybevaryingfor different
agentcharacteristics.On theotherhand,if it is integrated
within theagent,theclassificatorcanbedesignedagent-
specific. But thereis additionalcodeand datato carry
alongincreasingtheagent’ssize.We decidedto integrate
theclassificatorwithin theagentbecausein this casethe
parameterscan be fixed for eachagenttype. However,
every agentserver needsmechanismsto collect informa-
tion from thesurroundingnetwork areaandto provide it
to mobileagents.

5 Conclusionand Futur e Work

We can achieve a truly optimized migration path only
by usingthe centralsolutionor the global network map
within a distributedsolution. Thesesolutionsare,how-
ever, not feasiblefor a largersetof mobileagentservers.
We needa compromisebetweenenoughinformationand
necessaryintelligenceto be “good enough”. Therefore,
themobileagentneedsMigration Intelligencewithin the
Micro Level, i. e. intelligencethatshouldhelptheagentto
make autonomousdecisionsin termsof migrationstrate-
gies, and Routing Intelligencewithin the Macro Level.
The betterthe information, the lessthe needfor intelli-
gence(the moreblurred the information, the higher the
needfor intelligence).An optimalcompromisecouldthus
befoundusingtheconceptof a “map of thesurrounding
area”.

In our future work we plan to further verify the dis-
cussedsolution. We will determinesuitableparameters
to provide “good enough”information for mobile agent
tasksandwill have to definea descriptionlanguagefor



the logical andphysicalview of thenetwork. To put “in-
telligence”into themobileagent(server)we wantto ver-
ify theuseof evolvingneuralnetworks(Pasemann,1998).
Theoveralleffort to put intelligenceinto themobileagent
(server)hasto bechecked.
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Universiẗat Jena, Institut für Informatik, September
2000.

PeterBraun,ChristianErfurth,andWilhelm Rossak.Per-
formanceEvaluationof VariousMigration Strategies
for Mobile Agents. In FachtagungKommunikationin
verteiltenSystemen(KiVS2001),Hamburg (Germany),
February, 2001b.

Gianpaolo Cugola, Carlo Ghezzi, Gian Pietro Picco,
and Giovanni Vigna. Analyzing mobile code lan-
guages. In Jan Vitek and Christian Tschudin,

editors, Mobile Object Systems: Towards the Pro-
grammable Internet (MOS’96), Linz, July 1996,
volume 1222 of Lecture Notesin ComputerScience,
pages93–110,Berlin, 1997. SpringerVerlag. URL
http://www.polito.it/˜picco/papers/-
ecoop96.ps.gz .

Dieter K. HammerandAd T. M. Aerts. Mobile Agent
Architectures:What are the DesignIssues? In Pro-
ceedingsInternational Conferenceand Workshopon
Engineeringof Computer-BasedSystems(ECBS’98),
Jerusalem,March/April 1998, pages272–280.IEEE
ComputerSocietyPress,1998.

Frederick C. Knabe. Language Support for Mobile
Agents. PhDthesis,CarnegieMellonUniversity, Paitts-
burgh,Pa.,December1995.

FrankPasemann.Evolving neurocontrollersfor balanc-
ing an invertedpendulum. Network: Computationin
Neural Systems, pages495–511,1998.

EleonoraDi Pietro, OranzioTomarchio,GiancarloIan-
nizzotto, and Massimo Villari. Experiencesin the
use of Mobile Agents for developing distributed
applications. In Workshop su Sistemi Distribuiti:
Algoritmi, Architetture e Linguaggi (WSDAAL’99),
L’Aquila (Italy), September1999, 1999.

Kurt Rothermel,editor. Proceedingsof the First Inter-
nationalWorkshopon Mobile Agents(MA’97), Berlin,
April 1997, volume1219of LectureNotesin Computer
Science, Berlin, 1997.SpringerVerlag.

Kurt Rothermel and Markus Straßer. A protocol
for preserving the exactly-once property of mo-
bile agents. Technical Report 1997/18, Universiẗat
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