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Abstract

Mobile agentscanbe consideredo be a new designparadigmin the areaof distributedprogramming.This paperdeals
with problemsof mobile agentswhich shouldbe ableto achiere a usergiventaskautonomouslyln searchof a “good
enough”solution,theagentshouldbe ableto find new placesandshouldmove “f astenough”throughthe network. Can

“migrationintelligence”helpto solve theseproblems?

1 Intr oduction

In the last years, researchand developmentof mobile
agentsmadea greatleapforward. Along with the wide
spreadof Java basedapplicationsmobile agentsbecame
extensiely popularnot only in researchput alsoin in-
dustrial projects. In the areaof mobile agents research
lookedatlanguageshataresuitablefor mobileagentpro-
gramming(Knabe, 1995; Cugolaet al., 1997) and lan-
guagedor agentcommunicationBaumanretal., 1997).
Very much effort was put into security issues(Vigna,
1998),controlissuegRothermelandStral3er1997;Bau-
mannandRothermel 1998),anddesignissuegHammer
andAerts, 1998). Several prototypesof real-world appli-
cationsin the areaof informationretrieval, management
of distributed systemsandmobile computingarein de-
velopment(Pietroetal., 1999;Rothermel, 1997).

We look at mobile agentdrom the viewpoint of soft-
ware engineeringand distributed systems. They canbe
consideredo be a newv designparadigmin the areaof
distributed programminganda usefulsupplementf tra-
ditionaltechniquedik e the Client/Serer architecture As
almostall other mobile agentresearchgroups,we also
have aratherpragmaticnotion of the term mobile agent.
To ourunderstandingt is any kind of softwareentity that
is ableto initiate a migrationonits own within a network
of heterogeneousomputersystemsin addition,it works
autonomouslyand communicatewvith otheragentsand
hostsystems.

At the University of Jenawe focus on researchon
all aspectgelatedto migration which areimportantfor
performanceaspects.One of our main ideasis that mo-
bile agentsmustbe ableto influencethe migration pro-
cessto be able to adaptto changingrequirementse.g.
network parameters.To supportour researchnone of
the existing prototypeswasuseful,becausen thesesys-
temsthe procesof codemigrationis notopento the pro-
grammer In mostexisting systems,Java codemigration
is implementedsimply using standardJava techniques.

Therefore,we developedour own mobile agentsystem,
namedTRACY Braunetal. (2001a,2000),in which we
canchangeandconfigurealmostall migrationrelatedas-
pects.TRACY is ageneral-purposmobile agentsystem,
i. e. it senesasa foundationof both researctrandappli-
cationdevelopmenin thefield of mobileagents.

In this papemwe wantto present classificatiorof mi-
grationaspectandpresenproblemsin conjunctionwith
migrationoptimization. To solve migrationoptimization
problems,we divided our viewpoint into two levels: a
micro anda macrolevel. Conceptdor possiblesolutions
will be discussedand compared. At last, an intelligent
migrationstratayy classificatolis proposedasa first step
towardsa possibleéimplementation.

2 Migration
Problems

Aspects and Open

In anetwork node,amobileagentresidesn aspecialmo-
bile agentsenerwhichis its executionervironment.The
migrationprocessnterruptsthe agents executionandthe
mobile agentis paclked and sentover a network connec-
tion to anothemrmobile agentsener to resumeexecution.
Usually the mobile agentinitiates the migration process
by itself. During the self-initiated migration, the agent
carriesall its codeandthe completeexecutionstatewith
it.

We can define three aspectsof the migration pro-
cessanddistinguishbetweerdifferentkinds of migration
(Braunetal., 2000). First, from the programmers point
of view the migrationprocessanbe classifiedasweakor
strongmobility (Braun,1999).Secondlyfrom theagent'’s
point of view the mobile agentcan choosefrom differ-
entmigrationstrateies,i. e. how migrationis done(pull
code pushcode etc.).Finally, thenetworks pointof view
is how codeanddatais transmittedprotocollevel), called
thetransmissiorstratayy.

Strongmobility makesit possibleto interruptthemo-



bile agents execution(for migration)andto resumethe
execution (after migration) at the next statementwithin
the agents code. In caseof weak mobility, the execu-
tion cannotberesumedhtthe next statemenbut a certain
(possiblypredefinedmethodof theagents invokedafter
migration. This methodis the entry point aftermigration.

The mobile agentalso hasthe choiceto migrateus-
ing a certainstrat@y. It cancombinedifferentwaysto
shipcode,dataandstateoverthenetwork to meetspecific
needs(seesection2.1). This is the agents independent
decision;therefore we call it theagents point of view.

For actualdatatransmissiora suitableprotocolhasto
be used.For thatpurposeanew protocolcanbedesigned
or existing protocolslike TCP/IP or UDP can be used.
A protocolcanalsobe combinedwith codecompression.
This is the lowestlevel of the migration processand is
calledthe network’s point of view.

For researclon thesemigrationrelatedtopicsour es-
pecially developed mobile agentsystemTRACY offers
weakmobility (programmeis point of view), severalmi-
gration stratgjies (agents point of view) and different
transmissiorstratgies (network’s point of view) (Braun
etal.,2000).For thispapertheagents pointof view is the
focusbecausenoptimizedmigrationstratey canpossi-
bly be choserautonomouslyy theagentwith the help of
“intelligence”.

2.1 Migration Strategies

A methodto ship mobile codeover the network is called
amigrationstrategy. Not only codehasto be shippedbut
alsothe executionstateof the mobile agentanddatathe
agentcarriesalong. Thereare variousmigration strate-
gies. One possibility is to sendthe completeprogram
(whole code)over the network. The oppositeis to trans-
mit only certainrequiredparts (units) of the code. An-
other choiceis whetherto pushcodeover the network,
i. e. codewill be sentoverthe network in advance,or to
pull (download)codefrom a reachabldocation,i. e. the
mobile agent(the executionunit) loadscodefrom some
suitablesource. If the pushcodevariantis used,code
could be sentto the next locationonly, or to all locations
ontheagentsitinerary.

Soamigrationstratey canbeclassifiedby answering
thefollowing questiongfigure 1):

1. How muchcodeis transmitted?

(a) completecodewhich belongsto theagent

(b) thosepartsof the codewhich are potentially
neededataremoteplatform

2. Whenis codetransmitted?

(a) pull codeaftermigratingto aremoteplatform

(b) pushcodebeforemigratingto a remoteplat-
form

3. Whereto is it transmittedonly pushcode)?

(a) toone,i. e. thenext location
(b) to all locationstheagentwill visit

However, regardlessf the choserstratayy, the execution
stateof the mobile agentandthe datamustbe transmit-
ted. In figure 1 we presenta graphicalversion of this
classification.“Whole” codemeanshe programcodeof
theagentwith all referenceclasses.
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Figurel: Classificatiorof Migration Stratgies

In caseof thepush-units-to-aland-to-next stratejies,
theunitsneededtremoteplatformhaveto bedetermined
in advance.Otherwise absenunits mustbe dynamically
loadedusingthe pull-units strateyy.

2.2 Migration Optimization

Thereareseveralissueswhich caneffect the agentsexe-
cutionandthe optimizationof migration. For instancejf
the push-all-to-n&t stratey (pushthe completecodeto
the next platform) is used,the agentcarriesalong code
which is possiblynever used.However, this makessense
in the casethatthe original codeplatform (providing the
agents codeandall relatedclasses)s notreachabldrom
eachlocationontheagentsitinerary. If theagentchooses
thepull-unitsstrategly andthepartsthatshouldbedynam-
ically downloadedare quite small, thenthe communica-
tion overheadmay becometoo expensve. However, the
pull-unitsstrategy mightbeagoodchoiceif thecomplete
codeis only neededhtafew agentsenersontheitinerary.
So,the network loadis quite low andtransmissioniimes
areshorterthereby

Our optimizationgoalsareto causeminimal network
load and minimal migration times not only to the next
location of the agents itinerary, but also for the whole
itinerary.  This task is difficult to achieve becausethe
itinerary hasto be known in advanceand, for optimiza-
tion, the conditionsat the itinerary stationshave to be
known in adwvancetoo.



A shortexampleis shavn in figure 2, wheretheagent
malkesa roundtrip. Connectiondetweenadjacentoca-
tionson theitinerary have a goodconnectiomuality, but
directconnection®ackto thestartplatformarequitebad.
Whichmigrationstratey shouldbechosen?Thedecision
canbeexplainedusingfigure 1. For this scenariopulling
codedirectly from the startplatformis expensve regard-
ing time to transmitcode; no matterwhetherthe whole
codeor only partsaretransmitted. So we could discard
pull strategjies. The sameasto the pull stratgiesapplies
to the push-to-allstratejies, becauseodehasto be sent
to all nodesin advance,usingthe slowv network connec-
tions. It seemdo bethebestto take thecodealongonthe
trip usingthe push-all-to-net stratgy. This shouldhelp
to getlower migration times betweenthe locationsand
a bettermigrationtime for the whole trip. The network
load is possiblyhigher for this pushstrateyy thanfor a
pull stratgy in casethe completecodeis not needed.

Figure2: Agent’sroundtrip in aspecialconstellation

Partly thereare complex correlationsbetweendiffer-
ent constellationspetwork situations,agents character
istics, andthe situationat the locations. If the itinerary
of theagentis known in advance andthe situationat the
locationscould be estimatedroughly, network load and
transmissiortime could be pre-estimatedpr even pre-
cisely calculatedfor mobile agentswith specialcharac-
teristics.But is thisenough?

The main goalsare to get an optimal solutionfor a
userdefinedtask, to use an optimal migration itinerary
for thistask,to causeminimumnetwork loadandto usea
minimum of time for migration(wholetrip). Thesegoals
canbedividedinto two classes:

e Macrolevel: optimalsolutionof agiventask

— thegiventaskshouldbefulfilled by theagent

— thesolutionshouldbe optimalfor the agents
owner

— theitineraryis optimizedwith regardto user
level problemsolving

e Micro level: to solve migrationproblemsin anop-
timal manner

— theagentshouldwork with optimal strateyies
— network loadandtiming areoptimized

— theitineraryis optimizedwith regardto phys-
ical network characteristics

2.2.1 Micro Level

The micro level is definedto dealwith questionswhich
areconnectedo migration,especiallythe stratgy of mi-
grationandtransmission As mentionedabove, thereare
various migration strateyies from which the agentcan
choose Thedecisionwhich stratey is choserfor the mi-
grationto the next locationis madewithin this level. The
agentcanchoosehestrateyy justfor the migrationto the
next locationor for thewholetrip.

On the one hand, a stratgy hasto be found which
leadsto minimalloadandminimaltransmissiotime with
respecto the network. On the otherhand,with respect
to the mobile agent,a migration strategyy hasto be cho-
senwhich leadsto a minimal load and migration time
for the whole trip. The network load the agentcauses
is the amountof datawhich hasto be transmittedover
thenetwork. It is the sumof thecompletenetwork traffic
causedy theagent.If thegoalis to optimizethe migra-
tion to the next location, the causedraffic to this loca-
tion is measuredif the goalis to optimizethe wholetrip
of the agent,the completenecessaryraffic is measured.
Migration time is the time which is neededto migrate,
i. e. is neededo transmitthe amountof data. It is the
sumof themigrationtimesneededo transmitcodeparts,
againlike aboveto the next locationor to all locationson
theitinerary. For the decisionregardinga suitablemigra-
tion stratey, the agentneedgo know abouttheitinerary;
i. e. aboutagentsenerswhich shouldbe visited, network
qualities,andsoon.

Onthemicrolevel, we madesomeperformancenea-
surementsfor various migration stratgjies. Thereby
some parametergsee section4) could be determined
which canbe usedto choosean optimal migrationstrat-
egy. It canbe shavn thatthereis no single optimal mi-
grationstratey (Braunetal., 2001b). The determination
of the parametewaluescan be doneby programanaly-
sis during agentexecution. Thereare migration strate-
gieswherethe agentneedsstatisticsor rulesof thumbto
choosédhecorrectmigrationstrateyy. Collectingstatsand
drawing conclusionsthe agentcouldlearn to move “f ast
enough’throughthe network.

2.2.2 Macro Level

Onthemaco level, we focuson questionsvhich arecon-
nectedo the solutionof usergiventasks.Thislevelis on
top of the micro level; migrationaspectsarenot consid-
eredwithin this level.



The optimization goal within this level is to find a
useroptimal solutionfor a giventask. This implies for
theagento visit suitablelocationsor to communicatand
cooperatewith otheragents.Suitablelocationsareloca-
tionswherethe agentcanfind suitableservicesegarding
the asled-forsolution.

Figure3 showvs a hierarchyfor tasksolution. Themo-
bile agentactsonbehalfof auser Thismeandheuserhas
to handover a taskto one or more mobile agents.Such
a mobile agentcommunicatesnd cooperatesvith other
agentsandhasto usetheservicesavailablein thenetwork,
provided by the agentseners. To contactotheragentsor
to find suitableservicesa migrationmight be necessary
Themigrationprocesss partof themicro level.
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1

n
[ Mobile Agents }
1

n

[ Services }

Figure3: TaskSolutionHierarchy

Themacrolevel dealswith problemdik e finding mo-
bile agentsenersandservicesandwith optimizationgor
theitinerary (possiblybasedon anitinerary givenby the
user).At eachagentsener, therehasto beinformation(or
hints) availablethatallow to discoser andto locateother
suitableagentseners(in orderto fulfill thetask). Con-
sequentlythe mobile agenthasto learn to move through
anetwork which mightincludeagentsenersunknawvn to
theagent.

2.3 Levels,Data and Intelligence

Thedifferentgoalsof the Macroandthe Micro Level re-
sult in different datarequirements. We have to dicuss
which dataare neededfor eachoptimizationlevel and
how to aquire data (level-and-dataproblem). Further
more,we have to checkwhetherintelligencehelpsto an-
alyze data (data-and-intelligencg@roblem). Lastly, we
have to discusswhereintelligencecanbe usedwithin the
levels and what kind of intelligencecan be used(level-
and-intelligenceroblem)(seefigure4).

Within the Micro Level, the optimization process
needsmore detaileddata: information on the itinerary,
regardingthe agentandthe network are needed. Infor-
mation on the itinerary is provided by macrolevel op-

{ Optimization |._
Macro Leve, Micro Level
[ Data )—(Intelligenc@ [ Data j—(lntelligenc%

Figure4: OptimizationLevels

timization. Agent codeanalyzessupplyinformationon
agentcharacteristics A physicalview of the network is
neededo provide informationon network characteristics
(seefigure5), like bandwidth, connectiorstate etc. The
differentline stylesusedin thefigure characterizaliffer-
entnetwork characteristicsThe X-line meansa brocken
connection.

O

Figure5: PhysicalView of the Network

In contrastto the Micro Level, it are the network
nodeswhichareinterestingor MacroLevel optimization,
especiallythe servicesprovided by the agentseners. So
a logical view of the network holdsthe needednforma-
tion on servicesandagentseners(seefigure6). Different
nodecolorswithin the network shown in the figure indi-
catedifferentservices.
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Figure6: Logical View of the Network

The descriptionof the physicalandlogical network
areinput for optimizations. After the Macro Level op-
timization, an optimized itinerary is the result. This
itinerary andthe descriptionof the physicalnetwork are



input for the Micro Level optimization which leadsto
a suitablemigration strateyy chosenfor the agents trip.
Possiblytheitinerary, asfound on the macrolevel, hasto
be changedecausef bador broken connectionsvhich
areonly seeronthemicro level (seefigure 7).
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Figure7: OptimizationLevels

3 PossibleSolutions

We wantto solve the optimizationproblemswithin both
levels. The solutionwe wantto achieve for the optimiza-
tion problemwithin the micro level is to getminimal net-
work load and migrationtimes. Within the macrolevel,
we wantto reacha certainuserspecificquality.
Onthemicro level, we needto know the next or even
all locationson theitinerary, network qualities,andagent
characteristics. On the macrolevel, we needto know
whereto find suitableserviceshelpful hints,or new agent
seners. Thus, on both levels, therehasto be informa-
tion availablefor mobile agentgo solve the optimization
problems. So we have to solve the level-and-datgprob-
lem notedabove (seefigure 4). However, if we discuss
possiblesolutions,we canchoosetwo principal different
approaches acentralsolutionanda distributedsolution.

3.1 A Central Solution

In the central solution approach.a global databaséhas
to hold all informationon mobile agentseners,services
provided by theseseners, and information on network
qualities.

The basicproblemof this approacthis thattheremay
bealot of datato store,evenfor only afew agentseners

(if that datais available at all in a dynamically chang-
ing ernvironment). Furthermore gvery agenthasto con-
nectto the centralsener for fulfilling its taskand every
agentsener hasto registerat the centralsener andpro-

vide informationor network connectiorstatusto the cen-
tral sener. This contradictsthe principlesof the other

wisefully distributedagentarchitectureaendmaybecome
abottleneck.

3.2 A Distributed Solution

Usingthedistributedsolutionapproachmeanghatthein-
formationon seners, servicesand network qualitieshas
to be distributed. Eachsingle mobile agentsener hasto
provide information aboutthe available servicesandthe
network quality.

We canimaginethatevery mobileagent(serer) hasa
“map” providing this information (independenfrom the
chosenapproach). Thesemapsmay differ in terms of
scope sizeandthe providedlevel of detail. A discussion
of thedifferentpossibilitiesfollows now.

3.2.1 A Global Network Map

A first map we can imagineis a global network map
which providesall information aboutthe completenet-
work of agentseners. With sucha map,we runinto the
sameproblemsas with the centralsolution. Moreover,

problemswith dataacquisitionareinherentin alarge net-
work. Thehighly redundantiatahasto beheldupto date.
In addition,aglobalnetwork mapintroducesagainacen-
tralizedconcepin anotherwisedistributedsolution.Fig-

ure 8 shaws a global network map. The viewpoint (node
whereagentresides)s theblackcolorednode.Theagent
can“see” thewhole network.

O

Figure8: GlobalMap

However, if it is of no concernthatinformation may
becomeobsoletefor further away regions, this concept
couldmake sense.

3.2.2 A Neighbor Map

Thesecondype of mapregardedhereis aneighbormap
Sucha mapdescribeghe view from oneagentsener to
thedirectlyadjacentgentseners. Theremaybedifferent



variantsto defineadjacenseners,e.g. all senerswithin

a subnetverk and,betweensubnetvorks, two (user) de-
fined senersareadjacentpr all senersreachablevithin

a certaintime are adjacent. This is not the scopeof the
paper In ary case,only the directneighborsarevisible,
only information on the next neighborsis stored. There
is no information on more distantagentsenersandthe
mobile agenthasto migrateto find further hintsfor a so-
lution (like a physicalsearch:move to find). A neighbor
mapview is shawvn in figure 9 — only the white marked
areais visibleto theagent.
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Figure9: NeighborMap

The obviousadwantagds, thattheinformationwhich
hasto be collectedby the agentsener is reducedto a
minimum.

3.2.3 A Map of the Surrounding Area

A lastand moreinterestingtype of mapis a map of the
surroundingarea This map reducesinformation — the
further away, the more blurred (fish-eye view). All in-
formation on the local region is stored. Informationis
reducedmore and more for agentseners, services,and
network qualitieswhich are not within the local region.
Thereductionis madeduringdataacquisition.Thewhite
markedareain figure10is sharp-all informationis avail-
abletotheagent.Thisareacouldbelargerthantheneigh-
bor area.Reduced/blurrethformationis availableon the
light grey marked area. Minimal or evenno information
is known for the darkgrey area.Therecanbe moreareas
thannotedherein this example.
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Figure10: Map of the SurroundingArea
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In thisapproachtheamountof datastoredatanagent
sener can be reducedby focusingon relevantinforma-
tion. The map provided by an agentsener is the local
viewpoint of this agentsener. Only informationfrom the
local region hasto becollected.

With the help of sucha map, the agentcan move
throughthe network using fully structureddataor only
hints(blurredinformation;approximatediata)depending
how far away the targetis. New servicesand unknovn
agentseners can be found by using hints. The mobile
agenthasto learn to usehintsandto learnto movein a
“good enough”manner

If we look closeratthis approachthe globalnetwork
mapandthe neighbormaparespecialcaseof the mapof
thesurroundingarea.

3.3 Comparison

This comparisonis a discussion of the data-and-
intelligenceproblem(seefigure 4). The completenessf
information (data)is comparedwvith the needfor intelli-
gence.

In the centralsolution, the mobile agentneedsonly
a minimum of intelligenceto find mobile agentseners
andservicesr to chooseheright strateyy for migration.
“Intelligence”is neededo build, representandupdatea
gooddatabaseontainingnetwork and agentsystemsta-
tusandto provide bestansweraisinganinformationsys-
tem. This alsoappliesto the globalmapof thedistributed
solution. However, a large amountof datahasto be held
at every agentsener. This maycauseanenormousom-
municationoverhead especiallyif the agentsener net-
work maybe dynamical.

However, perfectmigrationoptimizationis only pos-
sible, if all information regardingthe itinerary and the
agentareknown atthe startof migration. Thereforepnly
the centralapproachor the distributed approachwith a
globalmapcanbeusedto geta provenglobaloptimum.

If we usethe conceptof a “map of the surrounding
area’(distributedsolution),the mobile agentneedsrules
of thumbto learnto move throughthe network andto
learnto choosetheright strateyy for migrationbasedon
an incompleteset of information. How much “intelli-
gence”is neededby the agentdependson the level of
informationwhich is availableto theagent.

This meanghatswe “trade” intelligencevs. informa-
tion. Thelessinformationis available,themorethe need
for intelligence. The lack of information mustbe made
up by intelligence. If thereis no information, the level
of intelligencemustbe theoreticallyinfinite. Otherwise,
if we canaccesshe completeinformation,we cancalcu-
lateandoptimizetheitineraryin a pretty straightforward
manner The resultis a perfectsolution. However, we
alsohave to remembetthat someoptimizationproblems
areNP-completeandcanonly be approximated.

In the caseof the minimal “neighbormap” approach,
the mobile agenthaslittle chanceto make well founded



migrationdecisionswith or withoutintelligence.Thein-
formationprovidedis simply not sufficient.

Concluding,it can be said that the completenessf
informationis mostimportantfor the solution. Thus,the
differencebetweena centralor a distributed solution is
not the major problem;the providedinformationmay be
equalfor the centralsolutionandthe distributedsolution
with aglobalmap.

However, we have to look carefully at the complete-
nessof informationandthe relatedneedof intelligence.
Figure 11 summarizeghe difficulty of the solutionand
typical problems.
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Figure11: Level of Information Completenessand Re-
latedNeedfor Intelligence

If thereis completeinformation,intelligencecouldbe
low andthe difficulty of the solutionis quite low (right
upperquadrant). A problemis the performancefor the
calculationof a perfectsolution. In contrastjf the infor-
mation provided by a map is reduced(left upperquad-
rant), the needfor intelligenceis higher The probabil-
ity to find a solutioncanbeincreasedurthermorewith a
higherlevel of intelligence.Thequestioris how muchthe
informationcanbe reducedwithout effecting the chance
to find agoodsolution. Theremustbe a gooddatamodel
available. At theright lower quadranttheitineraryis not
completelyknown in advance,but the mapis complete.
This situationis more complex than the one mentioned
before.Evenmoreintelligenceis neededo solvethetask.
The problemhereis adequate&knowledgebrokering. In
thelastquadrantin the lower left, a lot of intelligenceis
neededto fulfill atask. Thereis a basiclack of infor-
mationand,therefore the probability to find a solutionis
verylow. By moving throughthenetwork of agentseners
themobileagentcanaquireinformationon the network —
rising the chanceto find a solutiondespiteof almostim-
possibleoddsto make intelligentdecisions.

Regardingthe data-and-intelligencproblemit canbe
said that the more blurred the datais, the higheris the
needfor intelligence.If thecomputatiorfor anoptimized
solutionis not too hard, intelligent mechanismslo not
malke sensg(in the casethatall informationis available).
If the map hasreducedinformation andthe itinerary is
known, we could mainly do an optimizationwithin the
micro level, with the help of intelligence.However, with
areducedmaptheitinerary might be partly unknowvn. If
the map is not reducedand the itinerary is not known
completely we could useintelligenceto optimizemainly
within the macrolevel. If bothtypesof informationare
reducedwe have to optimized at the micro and macro
level (with reducedchances).The necessaryevel of in-
telligenceis possiblyto high, causedy thelack of data.
For our researchiwo casesare interesting: either only
map information is reducedor only information on the
itinerary is reduced(right lower andleft upperquadrants
in figure11).

Regardingthelevel-and-intelligenc@roblem(seefig-
ure 4), thereare two kinds of intelligence. The intelli-
genceneededwithin the Macro Level is Routinglntelli-
gence(right lower quadrantin figure 11). In this case,
only informationon theitineraryis incomplete.With the
helpof intelligenceanitineraryfor themobileagenthasto
be built. In the caseonly the mapinformationis incom-
plete,the mobile agenthasto choosea suitablemigration
stratgyy by usingintelligence. This kind of intelligence
within the Micro Level is Migration Intelligence(left up-
perquadrantin figure 11). We canimprove figure4 to a
moreconcretevariant(seefigure 12).

.| Optimization | ..
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Figure12: OptimizationLevels

4 An Intelligent Migration Strategy
Classificator

As afirst stepwe wantto build a classificatorto find a
suitablemigrationstrateyy. A suitablemigrationstrateyy
meansa stratgy which meetsrequirementsdik e low mi-
grationtimesor low network load. This classificatoris
a classificatolocatedwithin the micro level. It couldbe
usedin casethe itinerary is known and a map with re-
ducedinformationis used(seefigure11).

In somecasesthe decisionto usea concretestratayy
for migrationcanbe basedon a calculation.For that, the



itinerary, the agentcharacteristicsandthe possibility for
usageof a certaincodepartat a remotelocationhave to
be known in advance. With the performancemodel de-
signedin Braunet al. (2001b),the network load andthe
transmissionime canbecalculated.

From the software engineeringpoint of view, we
would lik e to regardthe classificatorasa black box with
interchangeableontentfunctionality which getsvarious
input parametersand delivers a suggestionfor suitable
migration strat@ies (seefigure 13). The classificator
should supply a weighting for various migration strate-
gies. At last,becausef the autonomyof a mobileagent,
the mobile agentdecidesitself which migrationstratey
is used.Onerealizationof theblackboxwouldbeamath-
ematicalcalculation,asconsideredabore. Anotherreal-
ization would be an “intelligent” approachg.g. neural
networks or rule-basedsystemscombinedwith reduced
mapinformation.In ourfuturework, we wantto compare
differentapproachebasednaminimumsetof input pa-
rameters.
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Figure 13: Classificatowith interchangeabléntelligent
module

As a resultof our performancameasurementsyoted
above, we are able to pinpoint someparametersvhich
universallyeffect migrationtime andnetwork load:

1. Parametergoncerningheagent

e codesizeof units(e.g. classes)
e sizeof data

2. Parametergoncerningnetwork

(a) quantitatve
e bandwidth
o lateny
(b) qualitatve
o reliability

As afirst approachor the intelligentmodulewe use
evolving neuralnetworks (Pasemann1998). Beforeus-
age theseneuralnetworksneedto evolve themseles. At
the beginning of the evolution thereare only input and
output neuronsand no connectionsbetween. The evo-
lution processis doneby simulation. With the help of
a suitable“fitting function”, the neuralnetwork begins
to createan internal structureto meetthe requirements
(fitting function). Normally, thesenetworks are not pure
feedforwardnetworks, but includerecurrenttonnections
(feedbackconnections).

The problemis to definea suitablefitting function
to get goodresults. A suitablefitnessfunction may be
the time for migrationneededdy the agentwith its cho-
senmigrationstratayy, or if we fix thetime, the distance
the agentcovers. During the evolution of the neuralnet-
work, the classificatomeeddeedback.This is thelearn-
ing phaseof the neuralnetwork wherea validationof the
chosemmigrationstratey is made.

The classificatoiitself could be locatedeitherwithin
the mobile agentsystemor within the individual agent.
On the onehand,integratedwithin the mobile agentsys-
tem, the classificatorhasto be designedto supportdi-
versemobile agents’characteristics. Thus, the number
andtypeof input parametersnaybevaryingfor different
agentcharacteristicsOn the otherhandiif it is integrated
within the agent,the classificatorcanbe designedagent-
specific. But thereis additionalcodeand datato carry
alongincreasingheagents size.We decidedo integrate
the classificatowithin the agentbecausen this casethe
parametergan be fixed for eachagenttype. However,
every agentsener needsmechanismso collectinforma-
tion from the surroundingnetwork areaandto provide it
to mobileagents.

5 Conclusionand Futur e Work

We can achieve a truly optimized migration path only
by usingthe centralsolution or the global network map
within a distributed solution. Thesesolutionsare, how-
ever, notfeasiblefor alargersetof mobile agentseners.
We needa compromisébetweerenoughinformationand
necessaryntelligenceto be “good enough”. Therefore,
the mobile agentneedaMigration Intelligencewithin the
Micro Level, i. e. intelligencethatshouldhelptheagento
malke autonomouslecisionsn termsof migrationstrate-
gies, and Routing Intelligencewithin the Macro Level.
The betterthe information, the lessthe needfor intelli-
gence(the more blurred the information, the higherthe
needfor intelligence).An optimalcompromisecouldthus
be found usingthe conceptof a “map of the surrounding
area’”.

In our future work we planto further verify the dis-
cussedsolution. We will determinesuitableparameters
to provide “good enough”informationfor mobile agent
tasksand will have to definea descriptionlanguagefor



thelogical andphysicalview of the network. To put“in-
telligence”into the mobile agent(sener) we wantto ver
ify theuseof evolving neuralnetworks(Pasemann1998).
Theoveralleffort to putintelligenceinto themobileagent
(sener) hasto bechecled.
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